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Abstract. This paper studies characteristics of multi-tone signals, for design and testing of linear 

circuits and systems. First, we show simulation results of three algorithms (Kitayoshi, Newman, 

Schroeder) for minimizing the crest factor in multi-tone signals and compare them. The crest factor is 

a measure of a waveform and defined as the peak amplitude of a waveform divided by the RMS value. 

For example, a sine wave has a crest factor of 1.414:1. A multi-tone signal minimizing the crest factor 

used for such high SNR measurement of the analog circuits can be realized by proper selection of the 

initial phases. We found from simulation results that the crest factor was the smallest at 1.661 (which 

is only 1.16 times larger than the sine wave) when using the Newman algorithm, even though the crest 

factor is almost comparable for the three algorithms. As a result of simulation using a random number 

for the initial phase, the crest factor is about 4; we see that the three algorithms are able to reduce the 

crest factor. Second, we have investigated sum of cosine waves with initial phases of zero; it would 

converge to the delta function and it can be for linear system analysis and design. Also we have 

considered sum of sine waves with initial phases of zero. They are related to the Hilbert transform and 

complex delta function. 

1. Introduction 

High quality cosine waves and sine waves are relatively easy to generate electrically and are also 

useful for theoretical analysis. Therefore, they are widely used for the design and analysis of circuits 

and systems. In this paper, we investigate the properties of the multi-tone signal (the sum of cosine 

waves and sine waves of many different frequencies with the same amplitude), and consider its 

application to design and testing of linear circuits and systems. 

In Section 2, we show simulation results of three multi-tone generation algorithms for crest factor 

reduction. In Section 3, we show simulation results of multi-tone signals with random initial phase. In 

Section 4, we investigate the properties of the sum of cosine waves with initial phase 0, and show that 

it converges to the delta function and it can be used for design and analysis of linear system. In Section 

5, we investigate the properties of the sum of sine waves with initial phase 0, and show that it converges 

to 1 (𝜋 ∙ 𝑡)⁄ . In Section 6, the results in Sections 4 and 5 are related to the Hilbert transform. Section 

7 provides conclusion. 
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2. Multi-tone Generation Algorithms for Crest Factor Reduction 

In this section, we investigate three multi-tone signal generation algorithms (Kitayoshi, Newman and 

Schroeder algorithms) and show with simulations that their crest factors are comparable; they are from 

1.4 to 2.2 for various numbers of the tones. 

The crest factor is defined by the ratio of the peak value of the waveform to the RMS (root-mean-

square). If the crest factor of the multi-tone signal is small, each frequency component power can be 

large for a given full signal range and hence good SNR measurement for each frequency can be 

obtained simultaneously when the multi-tone signal is applied as an input signal to the analog circuit 

under measurement. Hence the multi-signal generation is important, especially for the linear circuit 

and system testing. 

2.1 Kitayoshi Algorithm 

This subsection shows simulation results of the multi-tone signal generated by the Kitayoshi algorithm 

in [1]. In equations (1), (2), 𝜙0 is 𝜋 2⁄ , the time is from 0 to 8191, and m is 1, 2, 4, 8, 16, 32, 64, 128, 

256, 512 or 1024. The simulation results are shown in Fig. 1 (a) to Fig. 11 (a) and their FFT results are 

shown in Fig. 1 (b) to Fig. 11 (b). 

 

𝜙𝑘 = 𝜙0 −
2𝜋

𝑚
∑ 𝑗𝑘
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(a) Waveform (Crest factor 1.41)      (b) Power spectrum obtained by FFT 

Fig. 1.  1-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 2.0)      (b) Power spectrum obtained by FFT 

Fig. 2.  2-tone signal generated using Kitayoshi algorithm 
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(a) Waveform (Crest factor 1.89)      (b) Power spectrum obtained by FFT 

Fig. 3.  4-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.79)      (b) Power spectrum obtained by FFT 

Fig. 4.  8-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.83)      (b) Power spectrum obtained by FFT 

Fig. 5.  16-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.73)      (b) Power spectrum obtained by FFT 

Fig. 6.  32-tone signal generated using Kitayoshi algorithm 
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(a) Waveform (Crest factor 1.71)      (b) Power spectrum obtained by FFT 

Fig. 7.  64-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.70)      (b) Power spectrum obtained by FFT 

Fig. 8.  128-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.68)      (b) Power spectrum obtained by FFT 

Fig. 9.  256-tone signal generated using Kitayoshi algorithm 
 

   
(a) Waveform (Crest factor 1.66)      (b) Power spectrum obtained by FFT 

Fig. 10.  512-tone signal generated using Kitayoshi algorithm 
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(a) Waveform (Crest factor 1.67)      (b) Power spectrum obtained by FFT 
Fig. 11.  1024-tone signal generated using Kitayoshi algorithm 

 

Fig. 12 shows the relationship between the number of tones and the crest factor. 

 

 
Fig. 12. Relationship between the number of tones and the crest factor for Kitayoshi algorithm 
 

2.2 Newman Algorithm 

This subsection shows simulation results of the multi-tone signal generated by the Newman algorithm 

in [2]. In equations (3), (4), 𝜙0 is 𝜋 2⁄ , the time is from 0 to 8191, and m is 2, 4, 8, 16, 32, 64, 128, 

256, 512 or 1024. The simulation results are shown in Fig. 13 (a) to Fig. 22 (a) and their FFT results 

are shown in Fig. 13 (b) to Fig. 22 (b). 

 

𝜙𝑘 =
𝜋(𝑘−1)2

𝑚
                                    (3) 

𝑠(𝑡) = ∑ sin(2𝜋
𝑓𝑗

𝑁
𝑡 + 𝜙𝑗)

𝑚
𝑗=1                       (4) 

 

1

1.2

1.4

1.6

1.8

2

2.2

0 2 4 6 8 10 12

C
re

st
F

a
ct

o
r

log 2 m



Proceedings of International Conference on  
Technology and Social Science 2018 (ICTSS 2018) 

 

 

   
(a) Waveform (Crest factor 2.0)      (b) Power spectrum obtained by FFT 

Fig. 13.  2-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 2.0)      (b) Power spectrum obtained by FFT 

Fig. 14.  4-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.85)      (b) Power spectrum obtained by FFT 

Fig. 15.  8-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.81)      (b) Power spectrum obtained by FF 

Fig. 16.  16-tone signal generated using Newman algorithm 
 



Proceedings of International Conference on  
Technology and Social Science 2018 (ICTSS 2018) 

 

 

   
(a) Waveform (Crest factor 1.76)      (b) Power spectrum obtained by FFT 

Fig. 17.  32-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.71)      (b) Power spectrum obtained by FFT 

Fig. 18.  64-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.70)      (b) Power spectrum obtained by FFT 

Fig. 19.  128-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.68)      (b) Power spectrum obtained by FFT 

Fig. 20.  256-tone signal generated using Newman algorithm 
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(a) Waveform (Crest factor 1.66)      (b) Power spectrum obtained by FFT 

Fig. 21.  512-tone signal generated using Newman algorithm 
 

   
(a) Waveform (Crest factor 1.67)      (b) Power spectrum obtained by FFT 
Fig. 22.  1024-tone signal generated using Newman algorithm 

 

Fig. 23 shows the relationship between the number of tones and the crest factor. 

 

 
Fig. 23. Relationship between the number of tones and the crest factor for Newman algorithm 

 

2.3 Schroeder Algorithm 

This subsection shows simulation results of the multi-tone signal generated by the Schroeder algorithm 

[3]. In equations (5), (6), 𝜙0 is 0, the time is from 0 to 8191, and m is 2, 4, 8, 16, 32, 64, 128, 256, 

512 or 1024. The simulation results are shown in Fig. 24 (a) to Fig. 33 (a) and their FFT results are 

shown in Fig. 24 (b) to Fig. 33 (b). 
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𝜙𝑘 = 𝜙1 −
2𝜋

𝑚
∑ 𝑗𝑝𝑗
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𝑁
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𝑚
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(a) Waveform (Crest factor 2.0)      (b) Power spectrum obtained by FFT 

Fig. 24.  2-tone signal generated using Schroeder algorithm 
 

   
(a) Waveform (Crest factor 1.89)      (b) Power spectrum obtained by FFT 

Fig. 25.  4-tone signal generated using Schroeder algorithm 
 

   
(a) Waveform (Crest factor 1.79)      (b) Power spectrum obtained by FFT 

Fig. 26.  8-tone signal generated using Schroeder algorithm 
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(a) Waveform (Crest factor 1.83)      (b) Power spectrum obtained by FFT 

Fig. 27.  16-tone signal generated using Schroeder algorithm 
 

   
(a) Waveform (Crest factor 1.73)      (b) Power spectrum obtained by FFT 

Fig. 28.  32-tone signal generated using Schroeder algorithm 
 

   
(a) Waveform (Crest factor 1.71)      (b) Power spectrum obtained by FFT 

Fig. 29.  64-tone signal generated using Schroeder algorithm 
 

   
(a) Waveform (Crest factor 1.70)      (b) Power spectrum obtained by FFT 
Fig. 30.  128-tone signal generated using Schroeder algorithm 
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(a) Waveform (Crest factor 1.68)      (b) Power spectrum obtained by FFT 
Fig. 31.  256-tone signal generated using Schroeder algorithm 

 

   
(a) Waveform (Crest factor 1.66)      (b) Power spectrum obtained by FFT 
Fig. 32.  512-tone signal generated using Schroeder algorithm 

 

   
(a) Waveform (Crest factor 1.67)      (b) Power spectrum obtained by FFT 
Fig. 33.  1024-tone signal generated using Schroeder algorithm 

 

Fig. 34 shows the relationship between the number of tones and the crest factor. 
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Fig. 34. Relationship between the number of tones and the crest factor 

for Schroeder algorithm 

3. Multi-tone signal with random initial phase 

3.1 Sum of cosine waves with random initial phase 

We have simulated a multi-cosine signal in equation (7) where each tone has a random initial phase 

𝜙𝑗  generated as a Gaussian random number. Fig. 35 (b) shows its waveform while Fig. 35 (a) presents 

its power spectrum obtained by FFT. The crest factor is 4.29, which is 2.5 times larger than that of the 

above-discussed three algorithms. 

 

𝑠(𝑡) = ∑ cos(2𝜋
𝑓𝑗

𝑁
𝑡 + 𝜙𝑗)

𝑚
𝑗=1                      (7) 

   

(a) Waveform (Crest factor 4.29)      (b) Power spectrum obtained by FFT 
Fig. 35.  Sum of 400 tone cosine waves with random initial phase 

3.2 Sum of sine waves with random initial phase 

We have simulated a multi-sine signal in equation (8) where each tone has a random initial phase 

𝜙𝑗  generated as a Gaussian random number. Fig. 36 (b) shows its waveform while Fig. 36 (a) presents 

its power spectrum obtained by FFT. The crest factor is 3.39, which is larger than that of the multi-

cosine signal. 
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𝑠(𝑡) = ∑ sin(2𝜋
𝑓𝑗

𝑁
𝑡 + 𝜙𝑗)

𝑚
𝑗=1                       (8) 

 

   
(a) Waveform (Crest factor 3.39)      (b) Power spectrum obtained by FFT 

Fig. 36.  Sum of 400 tone cosine waves with random initial phase 
 

We see from the above results that when using Gaussian random numbers as initial phases, the crest 

factor becomes larger than when using three algorithms. Therefore, three crest factor reduction 

algorithms are useful. 

4. Sum of cosine waves with zero initial phase 

4.1 Sum of cosine waves and delta function 

The sum of the cosine waves (phase 0, amplitude 1) of many different frequencies is converges to 

the impulse signal (delta function), as shown in equation (9). 

 

𝛿(𝑡) ≈
𝜔𝑜

2𝜋
∑ cos(𝑛∞
𝑛=−∞ 𝜔𝑜𝑡)                      (9) 

 

We consider the signal property in the case of addition of finite number 2N + 1 (not infinite number) 

in equation (10). 

 

𝑐(𝑡) =
1

2𝑁+1
∑ cos(𝑛𝑁
𝑛=−𝑁 𝜔𝑜𝑡)                    (10) 

 

In the following, we show the results of simulation for equation (11) considering only the positive 

number n of equation (10). 

 

𝑐(𝑡) =
1

𝑁
∑ cos(𝑛𝑁
𝑛=1 𝜔𝑜𝑡)                        (11) 

 

Fig. 37 shows the waveform for N = 26, and Fig. 38 shows the one for N = 626. 
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  Fig. 37. Sum of N = 26 cosine waves     Fig. 38. Sum of N = 626 cosine waves 

 

𝑑(𝑡) = (2𝑁 + 1) ∙ 𝑐(𝑡) = ∑ cos(𝑛𝑁
𝑛=−𝑁 𝜔𝑜𝑡)        (12) 

 

We can estimate that d(0) = 2N + 1 converges to a delta function. Strictly speaking, since d (t) is the 

sum of discrete frequencies, it is a periodic delta function, though. 

4.2 Relationship between the number of cosine waves and full width at half maximum 

Fig. 39 shows the definition of full width at half maximum (FWHM) W. 

 

 
Fig. 39. Definition of full width at half maximum W 

 
Fig. 40 shows the relationship between W and 1 𝑁⁄  obtained by numerical calculation. We see that 

W and 1 𝑁⁄  are proportional. 

 

   
Fig. 40. Relationship between W and 1 𝑁⁄  Fig. 41. Relationship between S and N 

 

The area of the impulse portion of d(t) is approximated to (1 2⁄ )𝑁 ∙ 𝑊 in Fig.40. Fig. 41 shows the 

relationship between this approximated area ( (1 2⁄ )𝑁 ∙ 𝑊)  and N, while Fig. 42 shows the 
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relationship between s ∙ π and N. It turns out that the area becomes 1 𝜋⁄  regardless of N. This can 

be explained by the uncertainty relationship between the frequency and the time. For any signal, if its 

spread in the frequency domain is narrow, its spread of the time domain has to be wide, and both cannot 

be narrow simultaneously. [6, 7] 

 

 
Fig. 42. Relationship between s ∙ π and N 

4.3 Application of the sum of cosine waves to circuit system design and analysis 

 The finite number of sum for cosine waves can be used to design the digital filter coefficients 

of the Mexican hat filter by choosing an appropriate N.  

 A sharp impulse signal used for the impulse sampling clock of the wideband sample and hold 

circuit can be realized with the sum of the cosine waves with initial phases of zero in equation 

(12). 

 Equation (12) explains that a sharp impulse signal has wideband characteristics or UWB (Ultra 

Wide Band). 

 The theorem that in a linear time-invariant system, the Fourier transform of its impulse response 

is its frequency transfer function can be proved using equation (12).  

 There is some possibility that a calculation formula can be derived in the form of series 

expansion of π from the fact that the area of d(t) is approximated to π. 

5. Sum of sine waves with zero initial phase  

5.1 Sum of sine waves and convergence to 𝟏 (𝝅 ∙ 𝒕)⁄  

We consider the nature of the signal in the case of addition of a finite number N of many different 

frequency sine waves (phase 0, amplitude 1) of the equation (13). 

 

𝑠(𝑡) = ∑ sin(𝑛𝑁
𝑛=1 𝜔𝑜𝑡)                          (13) 

 

Fig. 43 shows N = 38, and Fig. 44 shows N = 198. s(t) converges to 1 (𝜋 ∙ 𝑡)⁄ . Fig. 45 and Fig. 46 

show the relationship between s (t) and 1 (𝜋 ∙ 𝑡)⁄  obtained by numerical calculation when N = 198 

and N = 298. s(t) and 1 (𝜋 ∙ 𝑡)⁄  are almost equal. 

A new mathematical formula can be derived from Figs. 45, 46. Notice  

 
and then, we obtain the following formula: 
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Here C is constant. This formula may be useful when cos(ωt)/(ωt) is used for design and analysis 

of linear systems and circuits. 

   
Fig. 43. Sum of N = 38 sine waves    Fig. 44. Sum of N = 198 sine waves 

 

 

 
Fig. 45. Relationship at N = 198               Fig. 46. Relationship at N = 298 

6. Application of the sum of cosine waves and sine wave to circuit system design and analysis  

 We can implement complex (quadrature) impulse signal by setting the real part signal as the 

sum of cosine waves and the imaginary part signal as the sum of the sine waves. (Fig. 47, [4]) 

 Some researchers pointed out that there is a practical problem in high-speed processing because 

Hilbert transformation has a long impulse response. 

 By inputting these signals in the complex signal circuit, we can obtain its complex impulse 

response. (Fig. 48, [5])  

 
Fig. 47. Complex impulse signal and Hilbert transformation 
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Fig. 48. Impulse response measurement of complex signal circuit 

 

7. Conclusion 

In this paper, we have compared three algorithms to reduce the crest factor of multi-tone signals. 

Comparing the simulation results, it is found that the crest factor when the initial phase is properly set 

using the algorithm is about 1.8, while the crest factor when the initial phase is a random number is 4. 

Therefore, it turned out that three algorithms (especially Schroeder) are useful. In addition, the 

properties of the multi-tone signal (the signal of the sum of cosine waves and sine waves of many 

different frequencies with the same amplitude) were investigated and the application to design, analysis 

and testing of the linear circuits and systems was examined. 
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