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Abstract. We are developing a sprite drawing hardware as one of the functions in the game libraries 

suitable for high-level synthesis automatically converting software to hardware. Normally, images and 

other data used in games are stored in large external memory, but reading from external memory may 

badly affect the performance due to time-consuming. To solve this problem, we developed a sprite 

drawing hardware that uses the internal embedded memory of an FPGA for image storage and 

combines it with software optimized for high-level synthesis. However, due to the small capacity of 

the internal embedded memory, large number of images cannot be stored into. Therefore, this paper 

proposes a system that performs image replacement in the background of a sprite drawing to handle 

more images. The replacements strategies are software-based and hardware-based versions. This paper 

performs a comparative evaluation among two strategies. The experimental results show that the 

hardware-based version is more than 7 times faster than the software-based version. 

1. Introduction 

Mobile devices, such as smartphones and tablets, are becoming more and more popular, requiring 

higher performance and functionality as well as more power savings. Mobile devices run a variety of 

applications, and each application requires different processing. It is not realistic to implement 

hardware that can handle all of them in a mobile device. Therefore, we propose a mobile device that 

uses an FPGA (Field Programmable Gate Array) to achieve high performance and low power 

consumption using hardware to perform the heavy processing load [1]. 

The hardware design of FPGAs is usually done at the register transfer level (RTL) using a hardware 

description language (HDL). However, RTL design has difficulties not found in software design, such 

as the need to design processing in clock units and the need to consider the frequency of operation and 

timing of signal arrival. Therefore, describing complex processing in RTL is not only complicated and 

costly, but also may cause bugs. Thus, we develop hardware using high-level synthesis, which 

automatically converts software into hardware [2,3]. However, ordinary software programs assume 

software processing. Therefore, high-level synthesis of such programs may generate inefficient 

hardware. Thus, we have developed a software library for high-level synthesis that considers the 

hardware organization [4-8]. The algorithm of the process to be converted to hardware finds the 

continuity of memory access, parallelism of data processing and so on. By automatically creating a 

description suitable for high-level synthesis tools to find these factors, it is possible to achieve high 

processing performance with low power consumption, which is unique to hardware. As part of this 

research, we have also developed a software library for sprite drawing processing [9, 10]. 

In sprite drawing, sprite images and background images are combined and then displayed as a single 

screen. The images used in games, such as sprites and background images, are usually stored in a large 

external memory. Therefore, it is necessary to read the images through an external port during 

processing, which is expected to take a long time. Circuits for transferring images to and from external 

memory are also required. Thus, we developed a sprite drawing hardware that utilizes the internal 

memory of FPGA to store the images used in games [11]. As a result, the circuit size was reduced, and 



Proceedings of International Conference on  
Technology and Social Science 2024(ICTSS 2024) 

 

2 

power efficiency was improved. However, the capacity of FPGA internal memory is very small 

compared to external memory, so it is considered insufficient for storing images used for games. 

Therefore, in this paper, we developed an image replacement system to enable the use of more 

images in sprite drawing hardware that utilizes FPGA internal memory. We developed software-based 

and hardware-based image replacement strategies and compared the performance of each. 

This paper is organized as follows. Section 2 explains the overall process flow of sprite drawing 

and its description for high-level synthesis, and hardware organization that utilizes the FPGA internal 

memory. Section 3 shows the proposed image replacement strategies. Section 4 performs the 

experiments and discusses the experimental results. Finally, Section 5 concludes the paper. 

2. Sprite Drawing Hardware 

2.1 Basic Algorithm of Sprite Drawing 

In sprite drawing, first, the coordinates of the image to be drawn on the screen are specified. Second, 

the pixel of the sprite image is read, and it is determined if the pixel has color data. Then, if the pixel 

has color data, it is written to the screen. If the pixel is transparent, it is not written, and the background 

image data is written to the screen. 

Fig. 1 shows an example of the sprite drawing process. The 0th pixel of the sprite image has no 

color data, so the background image data is written to the screen. Next, the 1st pixel has color data, so 

its data is written to the screen. In this way, a composite image of the sprite and background is displayed 

on the screen. 

2.2 Software Program for High-Level Synthesis and Hardware Organization 

The sprite drawing algorithm described in 2.1 does not take hardware organization into account. 

Therefore, a software program was developed to parallelize processing by taking advantage of the 

features of hardware processing [10]. Furthermore, we improved the software program along with the 

development of a hardware organization that uses internal memory for storing the sprite images [11]. 

Fig. 2 shows its software program for high-level synthesis, and Fig. 3 shows its hardware organization. 

The following describes the process flow. First, the pixel data of the sprite image and background 

image are read, and the sprite image data is judged whether it exists or not, as described in 2.1. Then, 

the sprite image data or background image data is stored in the line buffer. This is the first stage of 

processing and Loop1 of the program shown in Fig. 2. Next, the data stored in the line buffer is written 

to the screen data. This is the second stage of processing and Loop2 of the program shown in Fig. 2. 

By repeating these stages of processing, the sprite image and background image are composed. 

Fig. 1. Sprite drawing algorithm. 
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If nothing is specified, these two stages are normally processed in sequence. However, they are 

processed in parallel by using the DATAFLOW pragma as shown in line 24 of the program shown in 

Fig. 2. In addition, the hardware organization is such that the sprite image is stored in the internal 

memory and the background image is stored in the external memory.  

3. Image Replacement Strategies 

We have proposed a hardware organization for sprite drawing that uses internal memory for image 

storage. Hardware utilizing internal memory has been found to be more power efficient than using 

burst transfers for reading from external memory [11]. However, compared to external memory, 

internal memory in an FPGA has an extremely small capacity. For example, the maximum internal 

memory capacity of the FPGA used in this study is 560 KB. Therefore, in the case of a 128 x 64 size 

sprite image, only about 17 images can be stored at most. Thus, it is not realistic to store all the sprite 

images used in a game. Furthermore, the capacity of internal memory in an FPGA depends on its 

FPGA. If a larger capacity of internal memory is required, a more expensive and larger size of FPGA 

is needed. However, this is not desirable for the widespread use of mobile devices using an FPGA. 

Thus, in this study, we develop image replacement systems that can handle more images in the 

proposed hardware organization, even with small internal memory capacity. We developed two types 

of system: a software-based version and a hardware-based version. 

Fig. 4 shows the hardware organization of the software-based version, and Fig. 5 shows that of the 

hardware-based version. In the software-based version, the sprite image data rewriting of the internal 

memory is controlled by the embedded CPU of the FPGA. In contrast, in the hardware-based version, 

we developed a DMAC (Direct Memory Access Controller). The external memory can be read directly 

from the hardware side by the DMAC, and the image data in the internal memory is rewritten.  

 In the internal memory, several sprite images can be stored. Therefore, the next required image can 

be replaced with an unused image in the internal memory at the same time as the sprite drawing process. 

Thus, in the two proposed versions, the image replacement is processed in parallel with the sprite 

drawing process, as shown in Fig. 6. In this way, the image replacement time may be able to hide in 

the processing time of sprite drawing. As a result, the number of images that can be handled is expected 

to increase even though the processing time is unchanged. 

Fig. 3. Hardware Organization of Sprite drawing. Fig. 2. Software program for sprite drawing.  
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 To achieve this, the processing speed of image replacement by each method must be faster than 

that of sprite drawing. Therefore, in this study, we test the processing speeds of the software based 

version and the hardware based version of the image replacement method. Then, we evaluate whether 

it can be hidden in the processing time of sprite drawing. 

4. Experiment and Discussion 

4.1 Experiment Environment 

We used a high-level synthesis tool of Xilinx Vitis HLS 2022.2. The generated HDL programs were 

simulated and converted into circuit data for writing to an FPGA by Xilinx's FPGA development 

environment software, Vivado 2022.2. The FPGA is a Xilinx Zynq XC7Z020, and the FPGA bord is 

PYNQ -Z1 from DIGILENT. The tests were performed on its FPGA board. On the FPGA board used, 

the operating frequency of the embedded CPU on the FPGA is 650 MHz and that of the FPGA is 100 

MHz. To test the efficiency of proposed image replacement systems, we use several size of sprite 

images that is 32×32, 64×32, 64×32, 64×64, 128×64 and 64×128 (width×height). 

4.2 Experimental Result and Discussion 

To verify whether the image replacement time can be hidden in the processing time of sprite drawing, 

this paper tests and compares the execution time of each image replacement system and sprite drawing. 

Fig.7 shows the results of the execution time comparison.  

Fig. 7(a) is the comparison processing time of the sprite drawing and the software-based image 

replacement. As can be seen in this figure, the execution time of the software-based version is much 

longer than that of the sprite drawing. Therefore, it was found that software-based image replacement 

time could not be hidden by sprite drawing. 

In contrast, Fig. 7(b) shows the results of a comparison of the processing times of the sprite drawing 

and the hardware-based image replacement. As can be seen in this figure, the execution time of 

hardware-based version is faster than that of sprite drawing for the same size image. Therefore, as 

shown in Fig. 6, the processing time of hardware-based image replacement can be hidden by that of 

Fig. 4. Software-based version. Fig. 5. Hardware-based version. 

Fig. 6. Overview of sprite drawing and internal memory. 
replacement operation 
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sprite drawing. Thus, it is possible to increase the number of images that can be handled while keeping 

the actual processing time the same. 

Based on the above, we compared the circuit size and power improvement ratio between the 

software-based and hardware-based systems. The results are shown in Fig. 8. Fig. 8(a) shows the 

circuit size and Fig. 8(b) compares the power improvement ratio calculated based on the execution 

time and circuit size. The circuit size is the sprite drawing hardware plus the amount of DMAC 

hardware in the case of the hardware-based system. The power improvement ratio is compared at each 

image size, where the software-based version is set to 1 respectively. As can be seen from Fig. 8(a), 

the hardware-based version has a larger circuit size due to the DMAC circuitry required. However, the 

software-based version takes significantly longer to replace, so the processing time is much longer 

than the hardware-based version. Therefore, despite the larger circuit size, the power efficiency of the 

hardware-based version is more than 8 times better than that of the software-based version, as shown 

in Fig. 8(b). 

The above shows that the hardware-based system is suitable for the image replacement process that 

is performed in the background of the process. 

5. Conclusion 

This paper proposed the image replacement system for sprite drawing hardware that uses the FPGA's 

internal memory and evaluated the software-based and hardware-based versions of the system.  

As a result, it was found that the software version was considerably slower in processing time than 

sprite drawing. In contrast, the hardware version was revealed to be faster than sprite drawing for the 

same image size, and its replacement time could be hidden. Therefore, the hardware-based version of 

Fig. 7. Comparison with sprite drawing. 

(a) Software-based version. (b) Hardware-based version. 

Fig. 8. Comparison SW-based version and HW-based version. 
(b) Power improvement ratio. (a) Circuit size. 
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the image replacement system can increase the number of images that can be handled with the same 

processing time as before. 

In the future, we would like to evaluate the random-access performance of the FPGA internal 

memory and develop hardware for different sprite processing, such as sprite rotation and enlargement. 
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